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Today’s Giga-scale Internet

Cellular Networks
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Femtocells

~ 6.7 Billion Subscribers
~ 6 Million Macro Cells
> 6 Million Small Cells in 2012

Wireless LAN
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~ 65% of households in the U.S. have WiFi
~ 161 Million Access Points shipped in 2013
> 10 Billion WiFi devices shipped to date
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An increasingly interconnected world
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A century of wireless revolutions
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Station to station Station to people  People to people  Everything to everything

[SystemX Alliance]
« 1,000x leap for each cycle

« Paradigm shifts in
e systems, algorithms, technology, and applications
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Challenges of tera-scale networks

Tera-Scale

Challenges

Today’s “Small” Radio

1.2cm

Performance
Large footprint [AviOn]
Off-chip components
Battery-powered

High cost

Today’s radios cannot address tera-scale requirements
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Our approach: embracing uncertainty

= Single-chip solution to radically reduce cost and size of wireless nodes
> No battery
> No crystal resonator
> No external antennas or capacitors
> No tight coordination or synchronization between wireless nodes

1.8cm [Tabesh-Dolatsha-Arbabian-Niknejad 2015]

—v +«— 3.7mm

single-chip radio

1.2cm ‘ —f%

300x 1.2 mm
smaller

- 24 GHz RX wireless power and data
- 50cm communication range
- 60 GHz TX data with >12 Mbps datarate

Embracing energy, clock, and medium access uncertainty
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Talk outline

= Unreliable clocks & timing
*- @ = Unreliable energy sources Part 1
point-to-point = Heavily duty cycled

= Massive multiple access
= Minimal to no coordination Part 2
= One way communication

star network

= Mesh networks
= On-sensor intelligence Part 3
= Privacy

mesh network
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Part 1. Embracing energy & time uncertainty

= Unreliable clocks & timing
- @ = Unreliable energy sources
point-to-point = Heavily duty cycled
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Embracing energy uncertainty
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. [Shaviv-Nguyen-Ozgur 2015]
Bty1 = min(B; — |Xt|2 + Et+1, Bmax)
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Ultra-low energy signaling schemes

Q
A

Signaling schemes: o O0lo ©

| I I ? 0001 0101 1101 1001
Coherent communlcatlc.)n. | e P

= What about pulse amplitude modulation? — >

= What about on-off keying (OOK)? 2om| R @

= Pulse position modulation (PPM) L 218 S

cannot encode information in phase or magnitude

m —

« L

place pulsein 1 out of M positions

Ultra-low energy signaling requires accurate on-chip clocks
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Accurate on-chip clocks are power hungry

Timing Jitter in CMOS Ring Oscillators

200

| - Predicted

) ~— Simulation
a— 150t
S% Jitter « .
oS itter X ————
gﬁ 100+ vV Power
E--'§ 2x Jitteré
7, :
E g SO P Ieessesstcsssrens .4.‘ i..}.56..“;;; ....................

=)

0 6.5 13.0 19.5

Power/Stage (mW) (Vdd=5 V)

Paul Gray,ISCAS '94

Next-generation devices will need to embrace clock uncertainty
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Embracing clock and timing uncertainty
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S mismatched clocks due to clock drifts

severe clock jitter
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Fighting clock drift via clever coding tricks

I l 64-PPM achieves 6 bits per frame using 3 pulses
| | | | | | |
[ [ [ [ [ [ [
— 1 2
T

3 4 5 6 7 8

The first two pulses are used to send the clock information to the receiver, and the third pulse conveys
information via its position in one of 64 bins.

64-PPM achieves 10.35 bits per frame using 3 pulses

— | —+— n_Th A
< TXo X9
X1 Xao

Information is conveyed using three locations. The pulses can be placed in any combination of
bins as long as the ratios of the differences between locations are unique.
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[Shaviv-Ozgiir-Arbabian to be submitted]
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Part 2: Embracing medium access uncertainty

I

= Massive multiple access
= Minimal to no coordination
= One way communication

star network
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Existing multiple access schemes

"PUSCH with normal CP
A

Resource

/ block (RB)

4G

Frequency

_» Subcarrier

. o
s 1slot(0.5ms)  “wgu0 SO FDMA symbol

Time

Frequency and time resources are tightly allocated across active devices

Sense & transmit

<

Continuously sense V‘
l Channel ?
>Time Busy
Idle
Busy channel idle channel
CSMA Station can transmit

Spectrum is continuously sensed to determine whether or not the channel is busy
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What about ALOHA?
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T, both packets are
RX lost due to
01000100000010000001001] = collision!
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collision rate ~ 67%

Pure Aloha
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Colliding packets need to be retransmitted — this requires feedback!
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Embracing packet collisions

A TX2 ‘ - " RX
CDM .

CDMA overcomes the near-far problem via sophisticated power control algorithms
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™ @B
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linear combinations
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Cannot happen in our setting — because power control is very expensive!
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A closer look at packet collisions

{}1{}1{}1{}{}{}{}{}{}{}{}{}{}1{}{}{}{}{}1|

™ @B
@ Rx
TK3. |D1{}1D1ﬂﬂﬂﬂﬂﬂﬂﬂl}ﬂ1ﬂﬂﬂﬂﬂ1
t=1ogN

log N bits needed to send N messages

D1D1D1DDDDDDDDDH1DDDDD1|

Boolean OR
™ &8 S
combinations
D1DDD1DDDDDD1DDDDDD1DD1| g

™ @B
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t > log N bits needed to send up to d out of N messages
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Group testing
Item Number
e N items (soldiers): My,..., My ....-. .

e d defective (infected): G = {M;,,..., M;,} 1 : 1
0 1 1
e Figure out the defective group: G 0 0 0
e Naive method: test each item (cost: N tests) : . .
o 0 0 0
e Group items together and apply ¢ tests g
0 0 1
> 0 1 q 1
0 1 0 1
2 1 1 0
0 0 0
0 1 1
0 0 1
1 1 0
0 1 1
1 0 1
Defectives Test Outcomes
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Group testing results

Item Number

o 1
1 1
0 0
1 1
_ 1 1 ;
é 0 0 Best upper bound: ¢t = O (d log N)
0 1
> 1 - 1 d2log N
E Best lower bound: ¢t = (2 (—g)
O 0 1 log d
= 1 0
0 0
1 1
0 1
1 0
1 1
0 1
Defectives Test Outcomes
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Collision resolving codes via group testing

Group testing code

II-l

¥ 1 1 O 1
Z8 0 0 O 0
01 0 1
1101 1 X1 |n1n1n1unnnunnnnn1unnnn1|
0O 0O 0 L.
colliding
010 0 Boolean OR + nackets
1 0 O 1
TX2 |01000100000010000001001|
0O 1 1 0 F
0 01 1 —
00 0 0 R |n1n1ﬂ1unnunn1nnu1nu1nn1|
1 0 O 1
G 0 Given R, determine TX1 and TX2!
0O 0 1 1
0 1 0 1
1 0 1 0

Group testing codes do not place any restrictions on the
weights of the codewords!
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Sparse group testing code
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Group testing code

Low energy collision resolving codes



Low energy collision resolving codes
HEERENN -
™1 0 O

0
o 10 0
g = : > Novel group testing code with 3 pulses only
0 00 0
011 0
000 o _J
000 0
Io 00 0 Achievable: t = (d+ 1)V N
011 0
000 1 Best lower bound: t > %\/N
0 00 0
Io 0 0 1
000 0
Io 00 0 G )
o 0 0 0 Y
10 1 0
using d + 1 pulses only

Sparse group testing code
Reed Solomon codes are optimal!

[Inan-Kairouz-Ozgur to be submitted]
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Part 3: Embracing computational uncertainty

= Mesh networks
= On-sensor intelligence
= Privacy

mesh network
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On-sensor intelligence

in-sensor computation (pre-processing, feature extraction, etc.)

data aggregation and learning
TX2@)—> RX

happen at a gateway node
—V
TW

communicate pre-processed information

|

ultra-low energy sensor nodes

Key Questions:

1. How to tradeoff computation vs. communication
2. How to achieve impressive energy gains
3. How to privatize the sensors’ data
Stanford University



Computation vs communication

Sense =» Communicate;

P

Data about 10 nJ/bit
Acquisition

Sense = Compute = Communicate:

%
C
s m H

Data _
Acquisition about 10 fJ/bit
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Shall we just compute locally?

Sense 2 Compute = Communicate:

=11

Block
Data _
{ \D N
’ 1 ORI ’ :E‘r: JD ::{r: J‘D SwD E BGD dense dense
_____ . ;_OI . ;°| I dro;out dro;out
3% 5 = K 128 N 128 K 128 MrT
I
d;zt% % L 4096 4096

Need to examine the computation vs. communication
tradeoff closely
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Bringing intelligence + privacy to sensors

hardware errors

i
T Noisy Ya =Yt 1N+Ee€
—| computational > \
block errors due to low precision

- _/
Y

harnessing low precision computations + stochastic fabric
to provide tremendous energy savings

X @ noise gets “averaged out” when
X2 B > RX data is aggregated and ML
v models are learned
> S
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Bringing intelligence + privacy to sensors

hardware errors

'
T Noisy Yo =Y TN TE
—| computational > \
block errors due to low precision
- J
h'd
harnessing low precision computations + stochastic fabric P (ya

to provide tremendous energy savings

& AAAAA

XI@)—
TX2 @) @ RX Y
™X3@
/ ad_ded noise provides strong
X4 . privacy guarantees!
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From star to mesh networks

Current implementation: Mesh topology
Star topology

Mesh topology enables long range coverage and high
density deployment
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Challenges of mesh networks

 Remove central node
 Bidirectional symmetric communication

loT Node 1 loT Node 2

Challenges

1) Powering the nodes

2) Synchronizing the nodes

3) Lack of capable receiver

4) Routing data through the network
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Thank you — please stop by our posters!

-~ @ Embracing clock and timing uncertainty

point-to-point

I

Embracing medium access uncertainty

star network

Embracing computational uncertainty

mesh network
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